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Abstract: The article outlines the development of means for an automatic reading of Georgian
manuscripts on the eScriptorium platform and the first results achieved with them. After an overview
of the efforts undertaken in applying Optical Character Recognition (OCR) to Georgian printed
books since the late 1980°s and a short introduction into the basics of the eScriptorium approach to
Handwritten Text Recognition (HCR) and its functionalities, it exemplifies the application of the
three core procedures of eScriptorium, which consist in the automatic segmentation of text-covered
regions and lines, the automatic transcription of the detected lines based on manual input and the
training of appropriate models, and the alignment with existing electronic texts in order to provide
reliable ground truth for further training. With a total of 292 manually transcribed pages and 7488
pages with aligned (but not yet always corrected) text that have been processed so far, there is a
strong material basis for further improvement of the models and the reading results depending on
them.
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1. From OCR to HTR

Nothing has changed the work of linguists, philologists and other researchers dealing with
textual data as drastically as the availability of large corpora that can be searched and analysed
digitally.! In the compilation of such corpora, two types of text data must be distinguished:
those that exist in electronic form right from the beginning (i.e. that are “born digital”), and
those that must be transferred into digital form (i.e. “digitised”) from other media, i.e. usually
printed or handwritten sources.? The National Corpus of the Georgian language that has been
compiled over the past 13 years (GNC, http://gnc.gov.ge) is a typical witness of this: the biggest
of its subcorpora (the Georgian Reference Corpus [GRC], with 202,728,329 tokens) mostly
consists of materials that were harvested in the World Wide Web, whereas the other subcorpora,
especially those dealing with older stages of the language (GNC Old Georgian, with 7,101,021
tokens; GNC Middle Georgian, with 1,432,262 tokens; GNC Law texts, with 1,495,985 tokens),
are more or less based on digitisations of printed matter that have been undertaken in the
framework of the TITUS and ARMAZI projects.® Only in a few cases was the digitisation done
manually, i.e. by typing a given text with the keyboard; in most cases the printed model was
entered page by page via an optical scanner and then “read” into a digital text format via special
software that was able to isolate the individual letters on the page, identify them with the

1 On the general issue of text digitisation, see Stokl Ben Ezra (forthcoming). For an early programmatic approach
concerning Georgian and other languages, see Gippert (1990).

2 This includes text data from audiovisual media (e.g. recordings of spoken language) which must be transcribed
before they can be integrated into corpora.

3 See https://titus.uni-frankfurt.de/texte/texte2.htm#georgant and https://armazi.fkidgl.uni-frankfurt.de.
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corresponding characters of the alphabet, and storing the sequences of letters as a coherent
electronic text.

When the endeavours to compile a diachronic corpus of Georgian began in the late 1980s, this
method, usually styled Optical Character Recognition (OCR), was by far not as well developed
as it is today, and scanners were much less effective. The biggest problem consisted in the fact
that personal computers of that time were not yet designed to deal with languages written in
scripts other than Latin — they were first based on a 7-bit encoding system (ASCII) that
comprised just the characters used in English, and this was only gradually substituted by an 8-
bit system (ANSI) which also covered the “extra characters” necessary for “Western” languages
like German (“‘umlaut characters”) or French (“accented characters™). With the introduction of
the international standard named ISO/IEC-8859, Cyrillic and Greek became applicable
alongside “North”, “Central” and “South European” Latin-based alphabets; however, the so-
called “code pages” representing them did not imply a unique encoding, given that different
characters had to be “mapped” across the set of 256 available code points (e.g., Greek 6 shared
its code [232] with Cyrillic w and, depending on the code page, Latin & and ¢).* For scripts like
Georgian, there was no support at all, which means that in the attempt of dealing with Georgian
texts, a mapping with Latin characters had to be devised at the beginning.

OCR, too, was strongly dependent on Latin at that time, which means that most software that
came (or could be used) with the available scanners was preconditioned to recognise Latin
characters, no others, and only those pertaining to the ASCII and, later, ANSI standards. It goes
without saying that such software could not reasonably be applied for reading Georgian.® Even
in 1988, however, there was already some OCR software available that could be “trained” to
distinguish Georgian characters and to “map” them onto encodable Latin characters. One such
software package which proved usable for this purpose and which was applied (in connection
with a Xerox Datacopy scanner) for the digitisation of the first hundreds of pages of Georgian
printed texts now stored in the GNC, was the “SPOT” program developed by a company named
Flagstaff Engineering. Fig. 1 shows the functionality of the program, which was still based on
the DOS operating system, in a set of screenshots including its “training” function.®

During the 1990s, another commercial product came on the market which provided a similar
functionality but with higher efficiency; this was the “FineReader” program, now designed for
Windows systems, which was developed by the Russian company ABBY'Y. Georgian did not
belong to the many languages that the “FineReader” supported, nor was the Georgian script;
however, the “mapping” principle could still be applied in both “training” and reading here,
too, and so the bulk of the Old and Middle Georgian materials digitised in the course of the
TITUS and ARMAZI projects were based on its application. It goes without saying that for the
development of a consistent electronic corpus of Georgian, the “mapped” Latin-script
renderings of Georgian characters (see Table | for an example) had to be corrected and then

4 For a comprehensive survey see https://en.wikipedia.org/wiki/ISO/IEC_8859.

5This is true, e.g., for the widespread OmniPage software (first developed by Caere Corporation, see
https://en.wikipedia.org/wiki/OmniPage) as well as the scanning systems of Makrolog (see
https://www.makrolog.de/home/) and Kurzweil (https://en.wikipedia.org/wiki/Ray Kurzweil).

6 Screenshots on the basis of the demo version in German.
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converted into adequate codes; this became possible in the late 1990s with the development of
the (32-bit) Unicode standard (ISO/IEC-10646), which meanwhile offers unique code points
for all three Georgian scripts (mkhedruli, nuskha-khutsuri, asomtavruli/mrglovani).
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Fig. 1: DOS-based OCR Software (SPOT) with “training” function (screenshots)

Table I: OCR result with “mapping” onto Latin characters

's~ da ubr&ana didebulta: amas Kacsa saKvirveli nadiri una-
xavs, aC misi unaxaoba Cvengan ar egebis da, vinattgan esre~
~aKvirveli aris, mnebavs, ratam~a mteli SeviPQrato.

gaiQara nadimi da SeeKazmes mepe da Qovelni didebulni
misni, Cina Cari&Gvanes igi Kaci da &ivides mas mi~-

dorsa Sina. naxes igi kurciKi mit saxit~ masve adgilsa. br&a-
na mepeman: aha male, aba, Qovelman Kacman cxenebi SeuTevet da
siKvdilsa eKr&alenito. SeuTeves cxenebi da Cavida kurc~,Ki
igi. arbives dGisa savali da mosCQda sxva Kaci Qvela, mepe da
samni sxvani didebulni SerCes da arbives vidre mCuxramd’,s
~vidisa dGisa savali: verca mieCives da arca mosCQdes.

adgilsa ertsa mivides Kldtvansa. CaexveCa kurciki da

uCino ikmna. odes daxednes kveQana~a, verasada cnes da ver~a
naxes kalaki da verca sopeli, verca igi nadiri. kveQana

ucxod auCndat; ara uCQodes, sadamca Cavides. mixed~ me~
peman da naxa saxli erti kvitKirisa. gauKvirda da tkva: ra-
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In this way, the Georgian National Corpus has incorporated the textual heritage of Old and
Middle Georgian to a large extent, namely, as far as it has been available via printed editions.
However, a great bulk of highly interesting materials are still awaiting their inclusion, namely,
everything written in unpublished manuscripts. Attempts to automatically read text from
images of manuscript pages with commercial OCR software yielded no acceptable results; the
reason is that the variation of letter shapes is much higher in handwritten texts than in printed
ones. For printed texts, it was necessary to undertake “training” for every single type face used
in them; in the case of manuscripts, it would not even have been enough to undertake the same
effort for every single scribe’s hand since the variation in character shapes is enormous even
where scribes intended to be consistent in their handwriting style.

This problem has now been overcome by the development of Al-based trainable software for
Handwritten Text Recognition (HTR), and the first endeavours to apply such a system to
Georgian manuscripts undertaken in the framework of the DeLiCaTe project’ during the past
six months have yielded remarkable results. The system used is the eScriptorium platform,
developed at the Paris Sciences et Lettres University as part of the projects Scripta and
RESILIENCE with contributions from other institutions, partly funded by the EU’s Horizon
2020 funding program and a grant from the Andrew W. Mellon Foundation.

2. eScriptorium, its background and its functionality

eScriptorium is currently the only cutting edge open source HTR programme with an ergonomic
interface.® It has been developed by the Ecole pratique des hautes études, Paris Sciences et
Lettres University (PSL), in Paris since 2019 in collaboration with other teams, in particular the
ALMAnNnaCH team of the Institut national de recherche en sciences et technologies du
numérique (INRIA, National Institute for Research in Digital Science and Technology, Paris)
and the openlTI consortium of University of Maryland (College Park, MD), North-Eastern
University (Boston/London), and Aga-Khan University (London).® Its central functionalities
allow users to automatically analyse the layout of uploaded pictures of handwritten or printed
documents and then to automatically transcribe them. This requires the existence of trained Al
models for layout segmentation and text recognition of such documents, their script and/or
language types. If there are no already trained adequate Al “models” available, users can
manually create the necessary training material and train new models and/or fine-tune existing
ones, even switching from one language or one script to another. The key to eScriptorium’s
success is that this can be done relatively quickly and with less human effort than in the past.

With “models” we refer here to multilayered neural networks composed of convolutional neural
networks (CNN) and bidirectional long-short-term memory neural networks (bi-LSTM). They
are like mathematical formulae with millions of parameters that the computer optimises itself
during the training process by being shown “ground truth”. For layout-segmentation, this

" The Development of Literacy in the Caucasian Territories, see 3.1 below.

8 1ts user-interface stack is available at https:/gitlab.com/scripta/escriptorium/. The Al part is available at
https://github.com/mittagessen/kraken. There are other open source HTR and OCR programs but their interface is
by far not as ergonomic. And there are other HTR programs with an ergonomic interface but they are not open
source or not cutting edge.

% See Kiessling et al. 2019: 19; Stokes et al. 2021: 18 (1).
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ground truth consists of document pages with annotations that describe the polygons of regions,
line-contours and baselines as well as their types (e.g. main text, running header, etc). For
recognition or transcription, the ground truth is Unicode-encoded strings of characters
corresponding (and bound) to specific lines.

For the creation of ground truth and the correction of automatic layout segmentation or
transcription, ergonomics are paramount. An unergonomic interface not only makes the
correction process more time-consuming but also more tedious and more error-prone.

Data in eScriptorium is structured into projects which consist of documents, in their turn
consisting of images (of pages, bifolios, or cutouts — as the user defines). Users can collaborate
in teams and share the material among them. Each document image can have only one layout
segmentation linked to it, but each segmentation can be linked with as many transcriptions as
one would like, either automatically or manually, so that one can contrast e.g. several
independent transcribers, keep abbreviations both unresolved and resolved, or have a
normalised rendering alongside a diplomatic one.

Almost everything is user-definable. This means that users are free to define their own way to
handle the layout segmentation and the typology of region- and line-types used. They can
decide for their own transcription conventions, i.e. whether to expand abbreviations or leave
them unresolved, whether to use a graphematic, a diplomatic or a normalising transcription and
which conventions to follow, and which metadata to add on the document or image level.
Transcriptions can be annotated and enriched with a versatile annotation interface where users
can define what they want to annotate (e.g. named entities referring to places or people; dates;
resolutions of abbreviations; connections between marginal or interlinear annotations and their
insertion spots; etc).

In the edit mode, the user can currently choose to visualise one to five parallel panels: (1)
metadata, (2) facsimile, (3) segmentation, (4) transcription and (5) text-annotation (see Fig. 2
for an example).'° The facsimile (2), segmentation (3) and transcription (4) panels are twinned

P eScriptorium

Fig. 2: The five panels of eScriptorium in edit mode

10 1n the upcoming new interface created with the massive support of the openITI team, the metadata panel will
become a modal window and the facsimile panel will be deprecated.
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for zooming in/out or panning to visualise different document parts in the required enlargement.
This enables the users to always see the specific region of the document image, its annotation
and transcription in a what-you-see-is-what-you-get fashion. The segmentation panel serves the
complex procedure of creating and correcting layout annotations, similar to a multilayer
drawing programme (cf. Fig. 3).
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Fig. 3: Segmentation, transcription and text-annotation panels

In the transcription panel, clicking on a line opens it up in a modal window that displays the
image of this line and its transcription directly beneath it so that the eye has the shortest distance
between the image and the transcription (cf. Fig. 4). The text-annotation panel permits the users

ndfionban 03 3004 Jaebea 433

eldsmobsa oo sloauagl duolybea 833
©3M0nbaa ©s 300003 JUawBaa 233

3063) 9demeb J3Bea Fay-
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Fig. 4: Modal window for transcription
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to create their own annotation buttons above it and then to add e.g. IDs for people, grammatical
information, etc. It also allows users to correct the line-ordering.

A most important additional automatic feature is the text-to-text alignment based on the passim
project by David A. Smith.! It allows e.g. to semi-automatically provide training ground truth
from existing e-texts by first creating a rough automatic transcription and then aligning it with
an existing gold standard transcription of a similar or the same text or manuscript.*2

A powerful automated programming interface (API) permits to deal with almost all data points
and functions automatically. Of course, images, annotations, and trained models can be
exported, published and transferred between different instances of eScriptorium. The available
formats for transcription export are (plain) text, Alto-XML® and Page-XML.!* The latter two
XML schemas include the layout coordinates and typology. In the near future, the text-
annotation will also be directly exportable via METS.*® Currently, one needs to use the API for
this.

At present, excellent recognition models exist for languages written in Latin, Hebrew, Hindi,
Chinese, Syriac, and Palaeo-Slavonic characters for certain periods. Various teams and projects
are working on Greek, Avestan, Arabic, Japanese, Coptic, Armenian, Sanskrit, etc. In May 2021
we trained a first recognition model for printed Georgian (mkhedruli) on a small dataset
consisting of 3668 lines. The model reached an accuracy of 99.2% on the test data.

eScriptorium can be installed on Linux and MAC-OS for individual users. A graphics
processing unit (GPU) is needed if one wants to train layout-segmentation models. For the
training of recognition models, a GPU is highly recommended as well. For teams, it is
preferable to work on a more powerful server with a high speed internet connection. There are
many configurations for different use cases and budget constraints, extending from small teams
working on a single server with one GPU to very large multi-server high performance
computing systems (HPCs) with multiple GPUs. If no GPU is available, we have also seen
users exporting their data to a Google Colab(oratory),*® installing kraken (the OCR system
underlying eScriptorium)!” and training the model there and then reimporting it. For large
models created on data from multiple documents, we recommend exporting the data and
training a model on an HPC cluster with a GPU because one has more control over hyper-
parameters then. An active user-community on Gitter'® helps new users and system-
administrators to overcome eventual difficulties during the installation or initial use.

11 See https://github.com/dasmig/passim.

12 Several parameters can be set for the alignment; for our Georgian manuscripts, the best results were achieved

with a line length match threshold of 0.5, an N-gram value of 8 and a beam size of 100.

13 «“Analyzed Layout and Text Object”, see https://en.wikipedia.org/wiki/Analyzed Layout and_Text Object.

14 «“Page Analysis and Ground Truth Elements”, see https://en.wikipedia.org/wiki/Page_Analysis_and_Ground
Truth_Elements.

15 “Metadata Encoding and Transmission Standard”, see https://en.wikipedia.org/wiki/Metadata_Encoding_and

Transmission_Standard.

16 See https://colab.research.google.com/.

17 See https://kraken.re/main/index.html. We started using version 4.1.2 (see Kiessling 2022). The latest version

used for this article is 5.2.9 (see Kiessling 2024).

18 See https://gitlab.com/scripta/escriptorium.
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In the following section, we will describe ongoing efforts undertaken within the DeLiCaTe
project to use eScriptorium for the automatic reading of Georgian manuscripts from the first
and second millennia of our era.

3. Using eScriptorium for Georgian Manuscripts: Achievements and Future Tasks

3.1 The context

The DeLiCaTe project, an ERC Advanced Grant devoted to investigate the “Development of
Literacy in the Caucasian Territories”,'® has been running since April 2022 in the Centre for
the Study of Manuscript Cultures (CSMC) of the University of Hamburg.?° A decisive part of
its objects consists of palimpsest manuscripts in Georgian, Armenian and Caucasian Albanian,
which represent the oldest written sources available for the three languages of the Caucasus that
have developed their own literacy in the course of the Christianisation of the region in the 41—
5t centuries CE. The decipherment of palimpsests, i.e. handwritten texts that were erased so
that the writing support could be reused for writing down other text materials at a later time,!
is usually extremely difficult and requires peculiar imaging methods, among which
multispectral imaging (MSI) has meanwhile yielded the best results.?? Even with these methods,
however, many overwritten texts cannot be identified easily, especially when only a few words
per page can be made out. Whenever the overwritten text is available from other manuscripts
in electronic form and retrievable via search engines of corpora, a text passage can often be
identified even if only a few characters are discernible; in the case of Georgian and Armenian,
this is typically true of biblical matter.23 With other relevant text genres such as hagiography,
homiletics, and hymnography, the amount of digitally available text materials that can be used
for searching is much more restricted, given that important parts of the written tradition of the
Caucasus have never been edited and are only accessible in manuscript form to the present day.
This is the reason why we decided in our project to apply eScriptorium in order to digitise and
transcribe manuscripts that may contain relevant textual materials.

The manuscripts we are working on with eScriptorium?* are usually parchment codices of the
911" centuries of which colour images of sufficient quality are available, provided by (or
procured from) the major repositories (for Georgian, the Korneli Kekelidze National Centre of
Manuscripts, Thbilisi; the lviron Monastery on Mount Athos; the University Libraries of Graz
and Leipzig; the Bibliotheque nationale de France, Paris; the Bodleian Libraries, Oxford; and
others). In some cases, we have to rely on greyscale images that were produced from
microfilms; this is true, first of all, of the large collections kept in St Catherine’s monastery on

19 European Research Council, grant agreement no. 101019006.

20 See https://www.csmc.uni-hamburg.de/delicate.html.

2L As to palimpsests in general and the DeLiCaTe approach, cf. Gippert (2025a and 2025b).

22 Cf. Gippert (2025b), Kamarauli (2025), Kvirkvelia (2025), Sargsyan (2025) and Bonfiglio (2025) as to
palimpsests that are investigated with multispectral imaging in the DeLiCaTe project and Mohammed, Jampour
and Gippert (2025) as to a new method of reconstructing the erased layers of palimpsests.

23 The decipherment of the Caucasian Albanian palimpsests, too, was only possible because the content could be
identified as being biblical; see Gippert (2023: 99-141) for details.

24 First attempts to use eScriptorium for reading the erased lower layers of palimpsests have failed — the system is
optimised to ignore the traces of the overwritten text, treating them as “noise”.
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Mount Sinai and the Greek Patriarchate in Jerusalem, which are accessible thanks to the efforts
of the Library of Congress (Washington DC).?® The images may show either one page each
(usually in the case of recently produced colour images, see Figures 2—4 above) or two pages
side by side; this is typically true of the digitised microfilms (see Fig. 5). The text on the
manuscript pages can be arranged in one or two columns so that a maximum of four columns
may have to be dealt with in one image if this covers two pages.

(=lo]=]=]c]
>

oo ~

Fig. 5: Double-page microfilm images in eScriptorium (fols 184v-185r of Sin. georg. 6)

Old Georgian manuscripts of the first millennium are mostly written in majuscules (mrglovani),
often with large initial letters (also in majuscules) indicating the beginning of chapters,
paragraphs or sections (asomtavruli); later manuscripts usually appear in (nuskha-khutsuri)
minuscules with (asomtavruli) majuscules applied to initials, sometimes also titles and other
special elements. Whereas the shape of the majuscules is comparatively uniform throughout the
given period (roughly the 8th—10th centuries), the minuscules vary to a considerable extent, in
both (relative) size and shape and with different degrees of slanting; in addition, the use of
abbreviations (usually elisions of one or several characters within a word, indicated by the so-
called karagma, a tilde-shaped diacritic written above) increases remarkably from century to
century. All this means that the development of a unique (one-for-all) solution for a model
covering the Old Georgian manuscript production seemed unfeasible right from the beginning;
instead, two independent models (one for majuscules only, one for minuscules in combination
with majuscules) had to be planned and realised.

3.2 A spiral bootstrapping procedure

Since 17 March 2024, four of our project team members?® have been busy training the two
models for Old Georgian.?” In order to minimise human effort, we have applied a bootstrapping

5 See  https://www.loc.gov/manuscripts/?q=georgian+jerusalem and  https://www.loc.gov/manuscripts/?q=
georgian+sinai.

% Jost Gippert, Mariam Kamarauli, Eka Kvirkvelia and Sandro Tskhvedadze.

27 From March to October 2024 we used the mslA server in Paris (https://msia.escriptorium.fr/); meanwhile an
instance has been set up in Hamburg by Magnus Bender of the Institute for Humanities-Centred Artificial
Intelligence (CHAI; see https://escriptorium.chai.uni-hamburg.de/).
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procedure based on four principles: (1) dividing the manuscripts into two lots according to
whether they are written in minuscule or majuscule script, (2) applying “transfer learning” or
“fine-tuning” existing segmentation and recognition models for other scripts to Georgian, (3)
identifying low-hanging fruit where transcriptions of Georgian manuscripts already exist, and
(4) exploiting eScriptorium’s automatic alignment feature (text-to-text). Most of this is
methodology of Daniel Stokl ben Ezra’s ERC Synergy grant on Hebrew manuscripts,
MiDRASH, whose task among others is a transcription of millions of images of manuscripts in
Hebrew characters.?

We started with three pages of an important minuscule manuscript, the so-called Oshki Bible
of 978 CE (manuscript lviron georg. 1, fols 1r-2r, written in two columns, see Figures 2—4
above), by applying a standard Latin layout segmentation model and correcting it, and then
entering the transcription (taken from Akaki Shanidze’s edition of 1947) manually line-by-line.
We then fine-tuned a first transcription model optimised for the Oshki Bible on top of the Biblia
model trained for Medieval Hebrew.?® On the basis of this tiny dataset, the character accuracy
only reached 76.4%, and the word accuracy even only 44.6% after 43 epochs;* nevertheless,
the model could be used to transcribe subsequent pages automatically and to align existing
transcriptions for a first small dataset of five manuscripts (88 pages).®! For each of them we
trained specific models on the same day. On the second day of our “transcribathon” in March,
we added text from three further manuscripts®? and trained a first mixed model for early
minuscules, which had a more sizable textual foundation of 116 pages and has since served as
a suitable basis for all other minuscule manuscripts we have been dealing with so far.*® With a
similar approach, we also developed the first model for majuscule manuscripts, on the basis of
samples from three codices.®*

We further devised three essential tools for the project to proceed: (1) a tracking sheet (on
Google Sheets) where all team members could simultaneously update the status as to which
steps had been performed on which part of which manuscript with which model; (2)
conventions for the segmentation, and (3) transcription conventions. Right from the beginning
we decided not to render the Old Georgian scripts as such in the transcriptions but to transcribe

28 On an even more automatised methodology applied to Syriac corpora see Bambaci et al. (2024).

29 Daniel Stokl Ben Ezra (2021): Medieval Hebrew manuscripts version 1.0. (see https://doi.org/10.5281/zenodo.
5468286).

30 An “epoch” is a training round in which the computer has seen each element of the training material once.

31 Single pages, colour, two columns: Oxford, Bodleian Libraries, georg. bl, fols 181r—185v; Thilisi, Korneli
Kekelidze Georgian National Centre of Manuscripts (hereafter: KKNCM), A-95 (the so-called Parkhali
Mravaltavi), fols 305v—-319v; one column: Athos, Iviron Monastery, georg. 45 (autograph by George the
Athonite), fols 2v—-8v; double pages, black and white, one column: Sinai, St Catherine’s Monastery, georg. 6, fols
184r-200v.

%2 Single pages, colour, two columns: Athos, Iviron Monastery, georg. 10, fols 331v—-337v, and georg. 62, fol. 9r;
single page, colour, one column: Vienna, Austrian National Library, georg. 2, fol. 1r.

33 The model is named georgian_minuscules_02_lviron_1a_best.

34 Single pages, colour, one column: Graz, University Library, ms. 2058/1 (the so-called Khanmeti Lectionary),
fols 1r—27v; two columns: Athos, Iviron Monastery, georg. 9, fols 1r—3v; Thilisi, KKNCM, A-1109 (the Udabno
Mravaltavi), fols 100r-104v. The processing for both models was undertaken by Mariam Kamarauli, Eka
Kvirkvelia, and Jost Gippert, with support by Daniel Stokl Ben Ezra.
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them into the modern script (mkhedruli), in accordance with the practice of scholarly editions
of today.

A major challenge consisted in the treatment of the abbreviations (see above). In modern
editions of Old Georgian handwritten texts, they are normally expanded. We therefore
experimented with three different transcription types: (1) a “diplomatic” rendering of the letters
that actually appear in the manuscript, including the karagma diacritic; (2) a “resolved”
rendering as used in the modern editions; and (3) a “marked” rendering, which is a mixture of
both (1) and (2) with the expansion of the abbreviation indicated by parentheses. After some
testing, we decided to apply the “resolved” rendering (2) throughout because the system learned
those expansions that are not too rare relatively well and because almost all of the existing
transcriptions with which we could align contain resolved abbreviations, too.

Another problem we encountered is the division of words between lines. Currently, passim, the
text-to-text alignment algorithm inside eScriptorium, silently splits words between lines if the
letters recognised by the rough HTR in each line make this solution more probable. It does,
however, not add a hyphen that would indicate the word split at the end of a line as we would
find it in modern editions of Old Georgian texts. This makes it more difficult to restitute a
running text from the automatic transcription. Even if such hyphens, which are practically never
graphically represented in any form in the manuscripts, are eventually inserted (manually), the
system has only the length and sequence of letters at the end of the given line as data on which
to later base its estimation whether to add a hyphen or not. In the current line-based OCR/HTR
approach of kraken, the contents of a subsequent line are unknown when a given line is
processed.

3.3 The first results

The two models that resulted from our “transcribathon” of 17 and 20 March 2024 have since
then been applied to more than 40 Old Georgian manuscripts, of very different types and sizes,
among them the complete Georgian collections of the University Libraries of Graz (manuscripts
2058/1-6¢) and Leipzig (manuscripts Vollers 1094-1098), as well as several further
manuscripts of the Iviron Monastery on Mount Athos (codices 8, 11, 20, 42 and 89).

The versatility of the models we have developed so far can be illustrated on the example of
Leipzig, University Library, Vollers 1095, a bundle comprising, among other fragments, seven
pages filled with commemorative notes (ss3g9d0) from the Georgian community of Jerusalem,
written by at least 30 different hands in various inks and styles. After correcting the automatic
segmentation, which had yielded an astonishingly correct result in distinguishing lines of
extremely unequal shape (see Fig. 6 showing fols 13v—14r), the automatic transcription left no
element unread (see Fig. 7), and the alignment with the edition of the notes by Elene Metreveli®
(see Fig. 8) shows that the reading accuracy was high enough to cover most of the two pages.
The few unaligned items could then easily be corrected manually (see Fig. 9).

35 Metreveli (1962: 72-78); cf. the electronic edition in https:/titus.uni-frankfurt.de/texte/etcg/cauc/ageo/
liturg/masjer/masje.htm. A few corrections and additions were provided in Assfalg (1963: 60-72).
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Fig. 7: Same, automatically transcribed after correction of segmentation

As in this case, it has turned out that the automatic segmentation sometimes leads to less
satisfying results, mostly due to damages or stains of the writing support, fainted inks,3®

erasures, or simply insufficient quality of the images available; this is why we decided to
manually correct the segmentation wherever necessary.’

% Red ink may also pose problems because it appears less dark in the greyscale images into which colour images
are converted for the use of the segmentation and transcription algorithms. Another persisting problem is caused
by large initials that are outdented and extend over several lines as visible in Figures 11-13 below.

57 In the manual correction we have been supported by Yorrick Stute and Fahimeh Rahravan.
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Fig. 9: Same, after manual correction

One of the most problematic cases was manuscript 2058/4 of the Graz collection, a codex
written all in majuscules (except for the colophons on fols 94v—95r and 110v, which are in
minuscules);*® Fig. 10 shows fol. 51v after the automatic segmentation and its manual
correction. In the given case, the reason for the partial failure of the automatic segmentation
seems to be that the image size is smaller than the input size of the neural network for
segmentation. After the manual correction, the complete codex was transcribed automatically
using the model that was trained for majuscules. The resulting transcription was then aligned
with the edition of the text (the liturgy by James and the Missa Praesanctificorum), which had
been provided by Vakhtang Imnaishvili in electronic form for the TITUS project in 2004.%° As
a result, the complete manuscript is now available with near-to full alignment, with only a few
lines (less than 6%) needing further manual correction, mostly because they are damaged,

38 According to the colophon on fol. 95r, the first part of the codex was written by loane Zosime on Mount Sinai
in 985; the scribe of the second part (fols 96r—110r) was another lovane (according to his colophon on fol. 110r)
who wrote in a totally different hand.

39 See https://titus.uni-frankfurt.de/texte/etca/cauc/ageo/liturg/litjak/litja.htm; the electronic text corresponds to
that published in print by Imnaishvili (2004: 266-294).
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contain corrections, or abound in abbreviations; cf. Figures 11-13 showing fol. 104v after
automatic transcription, automatic alignment, and with the modal window usable for manual
correction. Once the aligned text has been corrected in the way indicated and the problem of
the insertion of hyphens at the line break has been solved, the transcript thus produced can be
used for the development of extended models.

it ) Ly 5
AL |
Ea_rcﬁ:a G lqg:t 5

'm"’ 'm paley

Fig. 10: Segmentation of Graz, University Library, MS 2058/4, fol. 51v (left: automatic; right: manually
corrected)

R (=]o]z]=]=]

Fig. 11: Graz, University Library, MS 2058/4, fol. 104v, automatically transcribed
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Table Il summarises the number of images (= pages) of Georgian manuscripts that have been
processed on the eScriptorium platform so far (as of 10 November, 2024).

Table Il: Statistics

manually transcribed | auto-aligned total
majuscules 76 1280 1356
minuscules 216 6208 6424
total 292 7488 7780
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3.4 Future Tasks

On the basis of the 292 manually transcribed pages and 7488 pages with aligned (but not yet
always corrected) text, we are now about to turn towards the next generation of models. We
expect these models soon to reach an accuracy reading rate higher than 90%, which is far
beyond what we could arrive at with OCR of printed Georgian books 20 years ago. It goes
without saying that we intend to make our results openly available; this is not only true of the
models but also of the finalised transcripts.*°
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